Modeling CO₂ emissions from Arctic lakes: Model development and site-level study
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Abstract
Recent studies indicated that Arctic lakes play an important role in receiving, processing, and storing organic carbon exported from terrestrial ecosystems. To quantify the contribution of Arctic lakes to the global carbon cycle, we developed a one-dimensional process-based Arctic Lake Biogeochemistry Model (ALBM) that explicitly simulates the dynamics of organic and inorganic carbon in Arctic lakes. By realistically modeling water mixing, carbon biogeochemistry, and permafrost carbon loading, the model can reproduce the seasonal variability of CO₂ fluxes from the study Arctic lakes. The simulated area-weighted CO₂ fluxes from yedoma thermokarst lakes, nonyedoma thermokarst lakes, and glacial lakes are 29.5, 13.0, and 21.4 g C m⁻² yr⁻¹, respectively, close to the observed values (31.2, 17.2, and 16.5 ± 7.7 g C m⁻² yr⁻¹, respectively). The simulations show that the high CO₂ fluxes from yedoma thermokarst lakes are stimulated by the biomineralization of mobilized labile organic carbon from thawing yedoma permafrost. The simulations also imply that the relative contribution of glacial lakes to the global carbon cycle could be the largest because of their much larger surface area and high biomineralization and carbon loading. According to the model, sunlight-induced organic carbon degradation is more important for shallow nonyedoma thermokarst lakes but its overall contribution to the global carbon cycle could be limited. Overall, the ALBM can simulate the whole-lake carbon balance of Arctic lakes, a difficult task for field and laboratory experiments and other biogeochemistry models.

Plain Language Summary
Few lake biogeochemistry models are developed specifically for Arctic lakes which are found to be important in understanding the global carbon cycle. In this study, we developed a one-dimensional process-based lake biogeochemistry model that explicitly simulates the dynamics of organic and inorganic carbon in Arctic lakes. By realistically modeling water mixing, carbon biogeochemistry, and permafrost carbon loading, the model can reproduce the seasonal variability of CO₂ fluxes from the study Arctic lakes. The simulations show that for the global carbon cycle the relative contribution of glacial lakes could be the largest because of their much larger surface area and high carbon oxidation and loading, and the overall contribution of sunlight-induced organic carbon oxidation is limited due to the limitation of UV energy. Importantly, this lake model can simulate the whole-lake carbon balance of Arctic lakes, a difficult task for field and laboratory experiments and other biogeochemistry models.

1. Introduction
Inland waters (e.g., lakes, rivers, and streams) are regulators of global carbon cycling and climate [Tranvik et al., 2009]. Approximately, 1.9 pg C yr⁻¹ of soil carbon enters inland waters where it is processed, outgassed, and deposited such that only ~0.9 pg C yr⁻¹ is exported to the coastal ocean [Cole et al., 2007]. Recent studies indicated that Arctic lakes could have significant impacts on the global carbon cycle [Walter et al., 2006; Walter Anthony et al., 2014; Tan et al., 2016; Wik et al., 2016]. First, lakes are a prominent landscape in the Arctic [Downing et al., 2006; Vervoort et al., 2014]. They cover over 12.5% of the coastal lowlands in northern Canada and northeastern Siberia [Paltan et al., 2015] and 40–80% (including marshes) of...
the area near the coast of northern Alaska [Kling et al., 1991]. Second, the amount of soil organic carbon (SOC) exported annually to the lakes and rivers in the pan-Arctic can be more than 10% of the regional net ecosystem production of terrestrial ecosystems [Weyhenmeyer et al., 2012]. Third, due to the release of very labile organic carbon (OC) from thawing pan-Arctic permafrost [Tarnocai et al., 2009; Vonk et al., 2013; Spencer et al., 2015; Drake et al., 2015], the microbial production of carbon dioxide (CO₂) and methane (CH₄) in Arctic lakes and rivers will likely increase rapidly in the future. Fourth, in the pan-Arctic small thermokarst lakes and ponds, especially yedoma lakes are found to emit more CO₂ and CH₄ per unit area than the surrounding landscapes [Langer et al., 2015; Sepulveda-Jauregui et al., 2015]; however, the underlying mechanism is not yet fully understood [Walter et al., 2006; Walter Anthony et al., 2014; Stackpoole et al., 2017].

Field investigations suggested that the carbon dynamics in Arctic lakes involve complex interactions among different physical and biogeochemical processes (e.g., convective mixing and carbon fixation) and are influenced substantially by the local environment (e.g., permafrost) and lake characteristics (e.g., lake size and depth). For example, while photochemical degradation usually accounts for a minor fraction of DOC loss in the water column of lakes in other climate zones [Bertilsson and Tranvik, 2000; Groeneveld et al., 2016], it was found to contribute up to 95% of DOC loss in some Arctic lakes [Cory et al., 2014]. In addition to oxidizing DOC directly to inorganic forms (e.g., CO₂), sunlight can alter the rate of DOC degradation indirectly by producing free radicals and reactive oxygen (O₂) species [Burd et al., 2015] and fueling microbial degradation [Cory et al., 2014]. The increased DOC export from the permafrost region can cause carbon and nutrient enrichment in Arctic lakes [Walter Anthony et al., 2014]. The effects of this enrichment on the carbon dynamics are complex [Daniels et al., 2015; Seekell et al., 2015]. Some studies suggested that it would stimulate primary production, CO₂ and CH₄ production, and OC burial [Sobek et al., 2009; Walter Anthony et al., 2014]. It was also found to reduce water transparency, stimulate water stratification, and increase O₂ deficit in the bottom waters and sediments [Daniels et al., 2015; Deshpande et al., 2015]. In addition to permafrost thawing, rapid warming in the Arctic is causing the reduction of lake convective mixing and ice cover periods [O'Reilly et al., 2015; Arp et al., 2016], two important factors for carbon outgassing [Eugster et al., 2003; Greene et al., 2014]. Consequently, the phytoplankton species in Arctic lakes may need to adapt to the new environment for survival [Rousseaux and Gregg, 2015]. Obviously, these complex interactions make it difficult to evaluate the carbon dynamics of Arctic lakes at large spatial scales without a process-based lake biogeochemistry model [Aufdenkampe et al., 2011; Stepanenko et al., 2016]. Further, the lack of such a modeling tool also impedes a complete landscape-scale assessment of the carbon budget in the pan-Arctic involving aquatic systems, as Buffam et al. [2011] did for a north temperate region.

Here we developed a one-dimensional (1-D) process-based Arctic Lake Biogeochemistry Model (ALBM) and evaluated it with observations from six representative Arctic lakes, including yedoma thermokarst lakes (formed in the Pleistocene-aged, organic-rich ice complex known as “yedoma,” herein yedoma lakes), non-yedoma thermokarst lakes (formed in nonyedoma permafrost soils, herein thermokarst lakes), and glacial lakes (formed through the glacial activity during the past ice ages). The ALBM is based on the lake biogeochemistry model (bLake4Me) for simulating CH₄ production, oxidation, and emission in Arctic lakes [Tan et al., 2015]. To estimate the carbon dynamics in lake waters and sediments, we include several processes that account for carbon fixation and metabolic carbon loss by phytoplankton, carbon mineralization by microbes, sunlight-induced photochemical mineralization, and terrigenous carbon transport. A solar radiation transfer model is integrated to simulate the available radiation for photosynthesis and photomineralization in lake waters. Section 2 describes the details of the carbon cycle model (section 2.1.1), the solar radiation transfer model (section 2.1.2), and the changes to other components of the bLake4Me model (section 2.1.3). Section 2 also describes the observations and driving data to evaluate the ALBM (section 2.2.1) and the methods for model sensitivity analysis and model calibration (section 2.2.2). Section 3 discusses the results of model sensitivity analysis and evaluation. Section 4 discusses the limitations of the study and section 5 summarizes the key findings. By using the ALBM, we aim to explain the spatial and temporal variability of the carbon dynamics in Arctic lakes, such as high CO₂ fluxes and phytoplankton primary production in spring and fall seasons driven by convective mixing, and high CO₂ fluxes from yedoma lakes driven by the release of labile OC from thawing permafrost. The findings are discussed from a viewpoint of climate change.
2. Methods

2.1. Model Description
We upgraded the lake biogeochemistry model (bLake4Me) introduced by Tan et al. [2015] to improve our understanding of the carbon dynamics in pan-Arctic lakes. Tan et al. [2015] showed that the bLake4Me model can reproduce the thermal and CH4 dynamics in the water and sediment columns of both yedoma and glacial lakes. To further simulate the CO2 dynamics in Arctic lakes, we added several new modules to the ALBM (Figure 1), including the loading of OC from terrestrial ecosystems, the microbial and photochemical degradation of OC, the fixation of inorganic carbon by photosynthesis, and the loss of phytoplankton biomass by respiration, exudation, and mortality. The ALBM has several features that are important for understanding the carbon dynamics in Arctic lakes but are lacking in other lake models, including (1) simulates the thawing and freezing cycles of sediments in thermokarst lakes; (2) simulates the mobilization and mineralization of labile OC in the deep sediments of yedoma lakes; (3) represents the OC inputs induced by thermokarst activities; and (4) simulates the degradation of DOC by photochemical mineralization.

2.1.1. Carbon Cycle Model
The carbon cycle model was designed to quantify the flow of carbon and nutrients in the water and sediment columns of Arctic lakes. The flow of carbon includes inorganic carbon fixation, OC mineralization and deposition, CH4 oxidation, CO2 and CH4 outgassing, and the load of organic and inorganic carbon through surface and subsurface water flow and permafrost thawing. The flow of nutrients includes nutrient assimilation through photosynthesis, nutrient mobilization through OC mineralization, and the load of nutrients through surface and subsurface water flow. By assuming phosphorus as the major element responsible for nutrient limitation of phytoplankton primary production [Hanson et al., 2004; Jäger and Diehl, 2014], we assign carbon substances into three pools (DIC, DOC, and POC), and phosphorus substances into a single inorganic pool (SRP: soluble reactive phosphorus). The DIC pool includes three forms of dissolved CO2 in
water: aqueous CO$_2$, bicarbonate (HCO$_3^-$), and carbonate (CO$_3^{2-}$). There are two DOC pools (DOC$_b$ and DOC$_a$) for terrestrially and aquatically derived DOC, respectively, which are different in recalcitrance and optical properties. The DOC$_a$ pool is increased by phytoplankton primary production and the DOC$_b$ pool is increased by land carbon export (e.g., carbon fluxes through surface and subsurface water flow) and dry and wet carbon deposition. We define two phytoplankton functional types: small-size (e.g., cyanobacteria) and large-size (e.g., diatoms) phytoplankton, accounting for the variation in biological traits within the community [Wetzel, 2001; Wang et al., 2009]. In general, diatoms have high growth and large sinking rates, allowing them to flourish in nutrient and light rich areas but preventing them from dominating in quiescent regions [Rousseaux and Gregg, 2015]. In contrast, cyanobacteria have low growth and sinking rates and can sustain in nutrient-poor and windless areas [Rousseaux and Gregg, 2015]. For small, cold, and nutrient-poor Arctic lakes, small phytoplankton has dominance in community composition [Sheath, 1986]. The organic forms of phosphorus are cycled firmly at fixed CP stoichiometry quotients with the pools of POC and DOC.

As described by Tan and Zhuang [2015a], the 1-D water column is divided into a number of layers: (1) for shallow lakes less than 5 m deep, each layer has a uniform 10 cm thickness; (2) for other lakes, the number of water layers is fixed at 50 and the layer thickness increases downward exponentially with an initial layer thickness of about 10 cm. The depth of the 1-D sediment column is set to 25 m and the sediment layer thickness also increases downward exponentially [Tan and Zhuang, 2015a]. By using a 25 m sediment column, the model can represent the permafrost portions of sediments that are very deep in yedoma landscapes and which can release a large amount of OC once thawed beneath lakes [Walter et al., 2006; Tan et al., 2015].

The overall dynamics of the carbon and phosphorus pools are governed by the following 1-D differential mass balance equations:

$$\frac{\partial [DOC]}{\partial t} = \frac{\partial}{\partial z} \left( D_w \frac{\partial [DOC]}{\partial z} \right) + f_{DOC} \times LPOC + DOC_{sp} - DOC_{out} - RDOC - \text{Rock},$$

(1)

$$\frac{\partial [DIC]}{\partial t} = \frac{\partial}{\partial z} \left( D_w \frac{\partial [DIC]}{\partial z} \right) + f_{DOC} \times LPOC + RDOC + RCH + DIC_{in} - DIC_{out} - GPP,$$

(2)

$$\frac{\partial [POC]}{\partial t} = V_{sett} \frac{\partial [POC]}{\partial z} + GPP + POC_{in} - POC_{out} - LPOC,$$

(3)

$$\frac{\partial [SRP]}{\partial t} = \frac{\partial}{\partial z} \left( D_w \frac{\partial [SRP]}{\partial z} \right) + \lambda_{DOM} \times RDOC + SRP_{in} - SRP_{out} - \lambda_{POM} \times GPP,$$

(4)

where $D_w$ is the sum of water molecular and eddy diffusivity ($m^2 s^{-1}$), $V_{sett}$ is the phytoplankton settling velocity (m s$^{-1}$), LPOC is metabolic loss of phytoplankton biomass (mmol C m$^{-3}$ s$^{-1}$) including respiration, excretion and mortality, GPP is gross primary production from phytoplankton photosynthesis (mmol C m$^{-3}$ s$^{-1}$), POC is the suspension of phytoplankton from sediments by bottom shear stress (mmol C m$^{-3}$ s$^{-1}$), RDOC is DOC mineralization (mmol C m$^{-3}$ s$^{-1}$) including microbial mineralization RDOC$_b$ and photochemical mineralization RDOC$_a$, Rock is the loss (mmol C m$^{-3}$ s$^{-1}$) of DOC$_a$ due to flocculation, RCH is CO$_2$ production from methanotrophy (mmol C m$^{-3}$ s$^{-1}$), DOC$_{sp}$, DIC$_{sp}$, POC$_{sp}$ and SRP$_{sp}$ are inflow of carbon and phosphorus (mmol m$^{-3}$ s$^{-1}$) and DOC$_{out}$, DIC$_{out}$, POC$_{out}$ and SRP$_{out}$ are outflow of carbon and phosphorus (mmol m$^{-3}$ s$^{-1}$), $f_{DOC}$ is the exudate fraction of phytoplankton metabolic loss, $f_{SRP}$ is respiration fraction of phytoplankton metabolic loss, and $\lambda_{DOM}$ and $\lambda_{POM}$ are inverses of CP stoichiometry of dissolved organic matter (DOM) and particulate organic matter (POM), respectively. For allochthonous DOM, CP stoichiometry is set to 199:1 [Hopkinson and Vallino, 2005]. For POM and autochthonous DOM, CP stoichiometry is set equal to the Redfield ratio of 106:1 [Hipsey and Hamilton, 2008]. The values of the model parameters that are not subject to calibration are listed in Table 1. For two phytoplankton functional types, the model parameters are different (Table 1).

We formulate inorganic carbon fixation induced by photosynthesis as a function of sunlight, phosphorus content, and temperature [Tian, 2006; Hipsey and Hamilton, 2008; Li et al., 2010]:

$$GPP = V_{opt} f(CPAR) f(T) f(SRP) Chl a,$$

(5)

where $V_{opt}$ is the maximum chlorophyll-specific photosynthetic rate (µmol C (mg Chl$^{-1}$) s$^{-1}$) without nutrient and light limitation, Chl $a$ is chlorophyll $a$ concentration (mg Chl L$^{-1}$), PAR is in units of µmol photons m$^{-2}$ s$^{-1}$, $T$ is water temperature ($^\circ$C), $f(PAR)$ is the response function of photosynthesis to light.
Table 1. List of New Model Parametersa

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Small</th>
<th>Large</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Initial slope of photosynthesis-irradiance (P-I) curve</td>
<td>0.0030</td>
<td>0.0061</td>
<td>(μmol photons)−1 m² s d⁻¹</td>
<td>Li et al. [2010]</td>
</tr>
<tr>
<td>β</td>
<td>Photoinhibition factor</td>
<td>0.0017</td>
<td>0.0002</td>
<td>(μmol photons)−1 m² s d⁻¹</td>
<td>Li et al. [2010]</td>
</tr>
<tr>
<td>k0,min</td>
<td>Minimum phytoplankton C:Chl a ratio</td>
<td>30</td>
<td>15</td>
<td>g g⁻¹</td>
<td>Wang et al. [2009]</td>
</tr>
<tr>
<td>k0,max</td>
<td>Maximum phytoplankton C:Chl a ratio</td>
<td>200</td>
<td>120</td>
<td>g g⁻¹</td>
<td>Wang et al. [2009]</td>
</tr>
<tr>
<td>k1000</td>
<td>Phytoplankton density response parameter to sunlight</td>
<td>618</td>
<td>N/A</td>
<td>kg m⁻³ d⁻¹</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>tSRP</td>
<td>Phytoplankton density response parameter to sunlight</td>
<td>33</td>
<td>N/A</td>
<td>kg m⁻³ d⁻¹</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>Scied</td>
<td>POC resuspension rate</td>
<td>0.3</td>
<td>0.5</td>
<td>mol m⁻³ d⁻¹</td>
<td>Salomanta and Andersen [2007]</td>
</tr>
<tr>
<td>fDOC</td>
<td>Respiration fraction of phytoplankton metabolic loss</td>
<td>0.8</td>
<td>0.5</td>
<td>Fraction</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>fDOC</td>
<td>Exudate fraction of phytoplankton metabolic loss</td>
<td>0.02</td>
<td>0.25</td>
<td>Fraction</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>Ttop</td>
<td>Phytoplankton growth optimum temperature</td>
<td>30</td>
<td>19</td>
<td>°C</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>Tstd</td>
<td>Phytoplankton growth standard temperature</td>
<td>24</td>
<td>17</td>
<td>°C</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>Tmax</td>
<td>Phytoplankton growth maximum temperature</td>
<td>39</td>
<td>22</td>
<td>°C</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>lT</td>
<td>Temperature-dependence coefficient of metabolic loss</td>
<td>1.073</td>
<td>1.073</td>
<td>Coefficient</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>ko,SRP</td>
<td>Half-saturation for phosphorus uptake</td>
<td>0.0012</td>
<td>0.005</td>
<td>g P m⁻³</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>ko,DOC</td>
<td>Half-saturation for DOC oxidation</td>
<td>1.5</td>
<td>1.5</td>
<td>g O₂ m⁻³</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>c0</td>
<td>Phytoplankton density response parameter to sunlight</td>
<td>618</td>
<td>N/A</td>
<td>kg m⁻³</td>
<td>Li et al. [2010]</td>
</tr>
<tr>
<td>aDOC</td>
<td>Maximum phytoplankton C:Chl a ratio</td>
<td>33</td>
<td>17</td>
<td>g g⁻¹</td>
<td>Li et al. [2010]</td>
</tr>
<tr>
<td>αDOC</td>
<td>Maximum phytoplankton C:Chl a ratio</td>
<td>10⁻⁷</td>
<td>10⁻³</td>
<td>m</td>
<td>Li et al. [2010]</td>
</tr>
</tbody>
</table>

Symbol | Definition | Range | Units | Source |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VChl</td>
<td>Maximum chlorophyll-specific photosynthetic rate</td>
<td>18.36–73.44</td>
<td>mg C (mg Chl)⁻¹ d⁻¹</td>
<td>Li et al. [2010]</td>
</tr>
<tr>
<td>V1</td>
<td>Maximum metabolic loss potential</td>
<td>0.04–0.125</td>
<td>Day⁻¹</td>
<td>Hipsey and Hamilton [2008]</td>
</tr>
<tr>
<td>RDOC</td>
<td>Aerobic carbon degradation rate in sediment</td>
<td>0.00002–0.0005</td>
<td>Day⁻¹</td>
<td>Lee et al. [2012]</td>
</tr>
<tr>
<td>VCHL</td>
<td>Aerobic carbon degradation rate in sediment</td>
<td>0.01–0.1</td>
<td>Day⁻¹</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>VCO2</td>
<td>Maximum DOC bioconversion rate</td>
<td>0.0005–0.05</td>
<td>Day⁻¹</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>Vn</td>
<td>Maximum DOC anaerobic degradation rate</td>
<td>0.0001–0.0025</td>
<td>Day⁻¹</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>DOCer</td>
<td>Leached DOC concentration</td>
<td>7.9–93.4</td>
<td>g C m⁻³</td>
<td>Hanson et al. [2011]</td>
</tr>
<tr>
<td>Tmax</td>
<td>Thermokarst erosion rate</td>
<td>0.02–1.81</td>
<td>m yr⁻¹</td>
<td>Jones et al. [2011]</td>
</tr>
</tbody>
</table>

Symbol | Definition | Units |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SUVA25</td>
<td>Carbon-specific absorption coefficient at 305 nm</td>
<td>m⁻¹ (g C)⁻¹ m⁻¹</td>
</tr>
<tr>
<td>e⁻¹⁻¹</td>
<td>Spectral slope of CDOM absorption</td>
<td>2.705 × 10⁻²</td>
</tr>
<tr>
<td>e⁻¹⁻¹</td>
<td>Fitted parameter related to AQY</td>
<td>0.017</td>
</tr>
<tr>
<td>m2</td>
<td>Fitted parameter related to AQY</td>
<td>0.017</td>
</tr>
</tbody>
</table>

*aInitial values are listed for parameters that are not involved in calibration. Parameter ranges are listed for parameters that are involved in sensitivity tests and calibration. The parameters given by Tan et al. [2015] are not listed.*

\[
f(PAR) = (1 - e^{-APAR/V_{Chl}}) e^{-APAR/V_{Chl}} = x e^{-APAR/V_{Chl}},
\]

where \( x \) is the initial slope of photosynthesis-irradiance (P-I) curve and \( \beta \) is the photoinhibition parameter, \( f(T) \) is the response function of photosynthesis to temperature \( f(T) = \theta_0 - \theta_1(T - a_T) + b_T \), where \( \theta_0 \) is temperature-dependence coefficient of photosynthesis, and \( \theta_1, a_T \), and \( b_T \) are fitted parameters controlled by optimal temperature \( T_{top} \) and maximum temperature \( T_{max} \) [Hipsey and Hamilton, 2008], \( f(SRP) \) is the response function of photosynthesis to phosphorus \( f(SRP) = \frac{SRP}{SRP + k_{SRP}} \), where \( k_{SRP} \) is half-saturation for phosphorus uptake. In the model, Chl a is simulated proportionally to phytoplankton biomass at a ratio that varies with irradiance, temperature and nutrients [Wang et al., 2009]:

\[
x_{chl}(z) = x_{chl}^{max} - \left( x_{chl}^{max} - x_{chl}^{min} \right) \frac{\ln(PAR_{surf}) - \ln(PAR_{surf})}{4.605} + 1,
\]

\[
x_{chl}^{max} = x_{chl}^{max} \left( 1 - k_{chl} \mu_f f(T) f(SRP) \right),
\]

where \( x_{chl}^{max} \) is phytoplankton Chl a ratio at depth \( z \), \( x_{chl}^{min} \) is surface phytoplankton Chl a ratio, \( x_{chl}^{max} \) and \( x_{chl}^{min} \) are the minimum and maximum phytoplankton Chl a ratio, \( \mu_f \) is the maximum growth rate at 0°C, \( k_{chl} \) is the slope of phytoplankton Chl a ratio versus growth rate, and \( PAR_{surf} \) is the incoming surface PAR. Equations (6) and (7) indicate that the phytoplankton Chl a ratio changes with the PAR level in the euphotic zone where PAR is larger than 1% of the surface PAR and the surface Chl a ratio decreases linearly with the phytoplankton growth rate under nighttime limitation conditions. The respective values of \( \mu_f \) are 0.4 and 1.0 day⁻¹ for small and large phytoplankton when \( V_{Chl} \) is 36.72 mg C (mg Chl)⁻¹ d⁻¹ [Li et al., 2010].
The metabolic loss of phytoplankton biomass is modeled as a function of temperature [Hanson et al., 2004]:

\[
L_{POC} = V_i \theta_i^{\gamma-20}[POC],
\]

(8)

where \(V_i\) is the maximum metabolic loss potential (s\(^{-1}\)) and \(\theta_i\) is temperature-dependence coefficient of metabolic loss. The biomineralization rate of DOC is modeled as a function of temperature and oxygen (O\(_2\)) level [Hipsey and Hamilton, 2008; Hanson et al., 2011]:

\[
R_{DOC_b} = V_i \theta_i^{\gamma-20} \frac{O_2}{O_2 + K_{O_2}} [DOC],
\]

(9)

where \(V_i\) is the maximum DOC microbial mineralization rate (s\(^{-1}\)), \(\theta_i\) is temperature-dependence coefficient of microbial mineralization, and \(K_{O_2}\) is half-saturation for DOC oxidation (mmol m\(^{-3}\)). Because there could be much difference between \(DOC_{fr}\) and \(DOC_{aq}\) in recalcitrance to biomineralization [Kellerman et al., 2015], we use different \(V_i\) values for \(DOC_{fr}\) and \(DOC_{aq}\) (see Table 1). It should be noted that under low O\(_2\) levels (less than 2.5 mmol m\(^{-3}\)), anaerobic reactions rather than aerobic reactions would dominate DOC degradation [Tang et al., 2010; Tan et al., 2015]. Anaerobic DOC degradation is modeled as a first-order reaction of labile DOC, which is determined by the maximum reaction rate (\(V_{nr}\), temperature and O\(_2\) suppression [Tang et al., 2010; Tan et al., 2015]. Sunlight-induced DOC degradation was rarely included in process-based lake biogeochemistry models but could be an important pathway for OC mineralization as shown in recent studies [Cory et al., 2014; Koehler et al., 2014]. Following Koehler et al. [2014], we model the photochemical degradation of \(DOC_{fr}\) as a function of irradiance spectra (varying with depth) and CDOM absorbance (varying with spectrum):

\[
R_{DOC_{fr}} = \int_{\lambda_{\min}}^{\lambda_{\max}} E_{\lambda}(\lambda, z) a_g(\lambda) \Phi(\lambda) d\lambda,
\]

(10)

where \(\lambda_{\min}\) and \(\lambda_{\max}\) are the minimal and maximal wavelength (280 and 700 nm), respectively, \(E_{\lambda}(\lambda, z)\) is hourly averaged downwelling scalar irradiation at depth \(z\) (\(\mu\)mol photons m\(^{-2}\) s\(^{-1}\) nm\(^{-1}\)), \(a_g(\lambda)\) is the CDOM absorption coefficient (m\(^{-1}\)), and \(\Phi(\lambda)\) is the apparent quantum yield (AQY) of DIC photoproduction (mol C (\(\mu\)mol photons)\(^{-1}\)). The absorption coefficient \(a_g(\lambda)\) is defined by the reference carbon-specific absorption coefficient at 305 nm, \(SUVA_{305}\) (m\(^{-1}\) (mmol C m\(^{-1}\) m\(^{-1}\))), as [Cory et al., 2014]:

\[
a_g(\lambda) = SUVA_{305} e^{-sg(\lambda - 305)}[DOC],
\]

(11)

where \(sg\) is spectral slope of CDOM absorption (nm\(^{-1}\)). The AQY of DIC photoproduction is given by Koehler et al. [2014]:

\[
\Phi(\lambda) = e^{-(m1 + m2(\lambda - 290))},
\]

(12)

where \(m1\) and \(m2\) are fitted parameters. The parameters in equations (15) and (16), i.e., \(SUVA_{305}, sg, m1,\) and \(m2,\) are lake specific (see Table 1). We obtained or fitted them for yedoma, thermokarst, and glacial lakes, respectively, based on the published work [Shirokova et al., 2013; Cory et al., 2013, 2014; Manasypov et al., 2014; Ward and Cory, 2016]. It should be noted that the AQY parameter fitted from the work of Cory et al. [2013] would yield low DOC photolability in yedoma lakes, which is consistent with other investigations [Ward and Cory, 2016; Stubbins et al., 2017]. In contrast, tundra and thermokarst lakes, which are mainly fed by terrigenous modern-age DOC, would likely have much higher photochemical activities [Cory et al., 2014; Ward and Cory, 2016]. Unlike \(DOC_{fr}\), \(DOC_{aq}\) is assumed to be little susceptible to sun-induced mineralization [Obernosterer and Benner, 2004]. The increase of biodegradability of terrigenous DOC after phototransformation is not included because there is still a large uncertainty in its magnitude [Obernosterer and Benner, 2004; Cory et al., 2014]. In the model, DIC production through methanotrophy is modeled as a Michaelis-Menten kinetics function of CH\(_4\) and O\(_2\) concentrations [Tan et al., 2015].

The phytoplankton settling velocity \(V_{sett}\) is calculated according to Stoke’s law as a function of particle diameter, particle density, water density, and water viscosity [Hanson et al., 2011]. Nondiatom (i.e., cyanobacteria) can move within the water column for better light and nutrient conditions by the function of gas vesicles, a process called buoyancy control [Kromkamp and Walsby, 1990]. In the process, nondiatom makes itself float or sink to a depth for better growth through increasing or decreasing its density that is assumed to be controlled by the phytoplankton growth ratio on PAR [Hipsey and Hamilton, 2008]:

\[
V_{sett} = \frac{4 \pi \rho_p}{9 \eta} \left( \frac{D_p}{L_p} \right) \frac{1}{R_{PAR}}.
\]
\[ \Delta P_{\text{algae}} = (x_{\text{algae}} f(PAR) - \beta_{\text{algae}}) \Delta t, \]

where \( x_{\text{algae}} \) and \( \beta_{\text{algae}} \) are parameters defining phytoplankton density response to sunlight (kg m\(^{-3}\) s\(^{-1}\)) and \( \Delta t \) is time step (s). Water density is calculated as a function of water temperature and salinity [Wüst et al., 1992]. Following Shirokova et al. [2013], we built a linear relationship between water salinity (\( \mu S \text{ cm}^{-1} \)) and DOC (and DIC) levels based on the observational data (see supporting information Figures S11–S13). Diatom is considered to be nonmotile and has a fixed sinking speed at 0.75 m d\(^{-1}\) [Hipsey and Hamilton, 2008; Hanson et al., 2011]. Because wind-induced shear stress could be strong in the water column of shallow Arctic lakes, we only activate the sinking and motion of phytoplankton in the water column when the time scale for sinking is less than the time scale for mixing [MacIntyre, 1998]. Resuspension, although relatively small, can be essential to ensure some background concentration of phytoplankton in the water column of Arctic lakes after a long ice-covered winter season [Saloranta and Andersen, 2007]. This source term POC, is modeled as a function of area-specific resuspension rate \( S_{\text{sed}} \) but subjects to the limitation of phytoplankton stock on surface sediments [Saloranta and Andersen, 2007]. Different from Hipsey and Hamilton [2008], we do not include the degradation of phytoplankton detritus in the water column during settling because the settling time could be very short in usually shallow Arctic lakes.

The load of allochthonous carbon consists of loadings from precipitation, litterfall, surface runoff, and leaching [Hanson et al., 2004]. According to Hanson et al. [2014], the load of OC from precipitation is the product of precipitation (mm) and a constant precipitation DOC concentration (2 mg C mm\(^{-1}\)), and the load of OC from litterfall is the product of lake shoreline in canopy (m) and the annual mean litterfall rate (1 g C m\(^{-1}\) d\(^{-1}\)). It should be noted that Hanson et al. [2014] used these typical values for temperate lakes where terrestrial ecosystems are usually much more productive than those surrounding Arctic lakes. Thus, the contribution of precipitation and litterfall to the carbon dynamics of the study lakes could be overestimated by our model. Many studies indicated that the lake catchment makes a major contribution to inland water DOC through leaching and the wetland fraction in the lake catchment is a major control for this loading [Evans et al., 2005; Roulet and Moore, 2006; Monteith et al., 2007; Einarsdottir et al., 2017]. In the ALBM, the leached DOC is calculated as a function of subsurface DOC discharge (the product of subsurface discharge and DOC concentration) and the catchment wetland fraction [Hanson et al., 2004]. For simplification, we assume that the seasonal variability of DOC leaching is solely driven by the seasonal variability of subsurface discharge. This means that the subsurface DOC concentration for each lake is fixed at a level specified by a free parameter \( D_{\text{oc}} \). Meanwhile, the leached DIC is assumed to be 25% of the leached DOC and the POC load through leaching is not included [Molot and Dillon, 1996]. For lakes with inlet streams, the load of DOC, DIC, POC, and SRP through surface discharge could also be substantial [Einarsdottir et al., 2017]. The amounts can be determined by water discharge and substance concentrations. Similarly, the loss of carbon and phosphorus through surface water outflow can be estimated by surface water outflow and dissolved substance concentrations.

Recent studies indicated that there could be a large amount of labile OC entering thermokarst lakes (both yedoma and nynedoma) from their active thermokarst margins [Walter et al., 2006; Laurion et al., 2010; Walter Anthony et al., 2014; Manasypov et al., 2015]. To realistically simulate the carbon dynamics in yedoma and nynedoma thermokarst lakes, this important carbon source must be included. In our model, the carbon load from thermokarst erosion is estimated as a product of the length of eroded lake shores, the thermokarst erosion rate \( r_{\text{shovl}} \), and soil carbon density (kg C m\(^{-3}\)). The above carbon load does not include any OC mobilized from thawing permafrost beneath yedoma and nynedoma thermokarst lakes (talkiks), which as described in Tan et al. [2015] is incorporated into the \(^{14}\)C-depleted carbon pool of sediments and can be oxidized through either aerobic or anaerobic mineralization. For yedoma lakes, due to their anoxic hypolimnion [Walter Anthony et al., 2014; Martinez-Cruz et al., 2015], usually only anaerobic oxidation occurs in sediments. CO\(_2\), CH\(_4\), and P that are produced from OC oxidation in sediments can enter water columns through ebullition (CO\(_2\) and CH\(_4\) only) or diffusion. We assume that 50% of the DOC load from thermokarst erosion consists of the low-molecular-weight organic acids acetate and butyrate [Spencer et al., 2015; Drake et al., 2015] that are less colorful and can be rapidly used by microbes. The carbon density of yedoma permafrost with ice wedge included is set to 29.3 kg C m\(^{-3}\) [Schirrmeister et al., 2011].

For northern high-latitude lakes, von Wachenfeldt and Tranvik [2008] observed that terrigenous DOM can be removed from the water column via flocculation at a rate approximately equal to mineralization. In the
model, the flocculation of DOC (Foc) is calculated during open-water seasons as a function of the DOC level with \[\text{DOC}_{oc} \times 0.0019 \text{ day}^{-1}\] [von Wachenfeldt and Tranvik, 2008]. In winter, both allochthonous and autochthonous DOM are removed through chemical coagulation when trapped in ice layers [Manasypov et al., 2015].

It should be noted that although this carbon model refers to the CAEDYM model [Hipsey and Hamilton, 2008] for simulating microbial degradation, the settling velocity of inorganic particles, and the growth, movement and mortality of phytoplankton, the two models are much different in regard to design and applications. The ALBM can simulate several physical and biogeochemical processes that are important for understanding the carbon dynamics in Arctic lakes but are lacking in the CAEDYM and its coupled hydrodynamics models (e.g., the DYRESM model), for example, the dynamics of ice and snow layers, the freezing and thawing of lake sediments, the photomineralization and flocculation of DOC, and the production, transport and oxidation of CH4 [Cory et al., 2014; Manasypov et al., 2015; Sepulveda-Jauregui et al., 2015]. In addition, the ALBM explicitly simulates the change of carbon to chlorophyll ratios in phytoplankton species with water depth and light instead of specifying a fixed number as is done in the CAEDYM model. But we acknowledge that there are some biogeochemical processes implemented in CAEDYM but not ALBM, which are found to be important in understanding the carbon dynamics of lakes. For example, the CAEDYM model can simulate more phytoplankton groups (e.g., dinoflagellates and chlorophytes) and aquatic organisms at higher trophic levels (e.g., zooplankton and jellyfish) [Hipsey and Hamilton, 2008]. The CAEDYM model can also simulate the change of internal nutrient stoichiometry and the limitation of phytoplankton growth by nitrogen and silica [Hipsey and Hamilton, 2008]. Future studies will be needed to explore the influences of these processes on the carbon dynamics of Arctic lakes.

### 2.1.2. Solar Radiation Transfer Model

To simulate the spectral distribution of solar radiation for photosynthesis and photochemistry modeling, we integrate the Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) developed by Gueymard [1995] into the ALBM. The SMARTS model can predict the direct beam, diffuse, and global clear-sky irradiance incident on surfaces of any geometry at the Earth’s surface and cover the whole shortwave solar spectrum of 280–4000 nm [Gueymard, 2005]. The SMARTS model is superior to most other radiation transport models in that it can simulate high-resolution solar spectral distribution efficiently and robustly [Gueymard, 1995, 2005].

The simulated clear-sky solar radiation from the SMARTS model needs to be adjusted to account for the effects of clouds. We assume that solar radiation is attenuated by clouds equally along the entire spectrum [Koehler et al., 2014] and the reduced fraction \(\tau\) is given by Kasten and Czeplak [1980]:

\[
\tau = (1 - \tau_{\text{overcast}})(cc/8)^a,
\]

where \(cc\) is total cloud cover in Octa (0–8), and \(\tau_{\text{overcast}} = 0.37\) and \(a = 2.1\) are fitted parameters [Koehler et al., 2014]. The variable \(cc\) can be converted from cloudiness in fraction by using a conversion table in Boers et al. [2010]. The presence of clouds also increases the diffuse fraction of irradiance by spectrum-dependent ratios. To be simple, we use a broadband correction function introduced by Grant and Gao [2003] for the correction of ultraviolet radiation (UV) in the temperate regions to account for this increase:

\[
\Delta D_j = a_j + b_j e^{-0.5 \left( \frac{\text{cloud}}{\text{clear}} \right)^2 + \left( \frac{\text{day}}{\text{night}} \right)^2},
\]

where \(\Delta D_j\) is diffuse fraction increment due to cloud cover, \(\theta\) is solar zenith angle in decimal degree, and \(a_j\), \(b_j\), \(c_j\), \(d_j\), \(e_j\), and \(f_j\) are fitted parameters. For ultraviolet-B radiation (UVB), \(a_j = -0.009, b_j = 3.73, c_j = 28, d_j = 9.4, e_j = 26,\) and \(f_j = 26\) [Grant and Gao, 2003]. For other radiation bands, i.e., ultraviolet-A radiation (UVA), photosynthetically active radiation (PAR) and near-infrared radiation (IR), \(a_j = -0.031, b_j = 1.30, c_j = 17, d_j = 6.3, e_j = 28,\) and \(f_j = 30\) [Grant and Gao, 2003]. On days of overcast sky, the diffuse fraction of all radiation bands is fixed at 0.95 [Grant and Gao, 2003]. As validated in the supporting information Figures S1–S6, the method of Grant and Gao [2003] can be extended to the pan-Arctic regions and used for the PAR and IR bands. After the cloud correction, we further constrain the simulated total solar radiation using the remotely sensed 1° × 1° SYN1deg radiation product of NASA Clouds and Earth’s Radiant Energy System (CERES; http://ceres.larc.nasa.gov/order_data.php).
The transmittance of the above water surface irradiance through the water-air interface is calculated separately for the diffuse and direct radiation following the method of Koehler et al. [2014]. The transmittance of diffuse radiation is fixed at 0.934 [Koehler et al., 2014]. The transmittance of direct radiation, $T_d$, is defined by Fresnel’s law [Kirk, 2011]:

$$T_d = 1 - \frac{1}{2} \left( \frac{\sin^2 (\theta - \theta_w)}{\sin^2 (\theta + \theta_w)} + \frac{\tan^2 (\theta - \theta_w)}{\tan^2 (\theta + \theta_w)} \right), \tag{16}$$

where $\theta_w$ is the refracted solar zenith angle, calculated as $\sin^{-1} (\sin \theta / 1.33)$. To calculate the available irradiance for photosynthesis and photomineralization, the underwater irradiance spectra are converted to scalar irradiance using a modified empirical relationship between the average cosine of the downwelling irradiance for photosynthesis and photomineralization, the underwater irradiance spectra are converted to scalar irradiance using a modified empirical relationship between the average cosine of the downwelling irradiance $\mu_d$ (inverse of the scalar), the diffuse fraction $f_{\text{diff}}$ and the refracted solar zenith angle [Fichot and Miller, 2010]:

$$\frac{1}{\mu_d} = \frac{1 - f_{\text{diff}}}{\cos \theta_w} + \frac{f_{\text{diff}}}{0.859}. \tag{17}$$

The attenuation of irradiance by snow and ice during ice cover seasons has been given by Tan et al. [2015]. Below the water surface, light can be absorbed by water and chromophoric dissolved organic matter (CDOM), used by phytoplankton and backscattered by organism detritus. We model the light attenuation based on the light absorption spectrum and substance abundance of water, CDOM and chlorophyll $a$, respectively, as described by Kirk [2011].

### 2.1.3. Revised Model Components

Due to the incorporation of phytoplankton metabolism and DOC mineralization, the governing equation for dissolved $O_2$ in Tan et al. [2015] is modified as

$$\frac{\partial [O_2]}{\partial t} = \frac{\partial}{\partial z} \left( D_o \frac{\partial [O_2]}{\partial z} \right) + z_{O_2} \times GPP - RDOC - f_{\text{DOC}} \times LPOC - 2 \times RCH_4, \tag{18}$$

where $z_{O_2}$ is the photosynthetic quotient (the ratio of $O_2$ production to $CO_2$ fixation). The quotient is set to 1.1 in the model [Kirk, 2011; Cory et al., 2014]. The methanotrophic consumption of $O_2$, $RCH_4$, is defined as a Michaelis-Menten function of $CH_4$ and $O_2$ concentrations [Martinez-Cruz et al., 2015; Tan et al., 2015].

One benefit of integrating the solar radiation transfer model is the better representation of light extinction coefficients in different lakes during different seasons. In Tan et al. [2015], the light extinction coefficient of Arctic lakes was parameterized as an empirical function of lake depth and a trophic state factor that reflects a negative correlation between lake trophic status and depth [Subin et al., 2012]. The trophic state factor was added as a light extinction coefficient correction for yedoma lakes in the bLake4Me model because yedoma lakes can be more trophic than other Arctic lakes even when their depths are similar [Walter Anthony et al., 2014; Sepulveda-Jauregui et al., 2015]. However, since lake trophic state can also be affected by other factors (e.g., lake area, temperature, and catchment characteristics), this expression is inaccurate. In ALBM, light extinction coefficient is instead determined by water depth, CDOM concentration, chlorophyll $a$ concentration and detritus concentration that vary among lakes and with boundary conditions.

Recently, several studies demonstrated that the wind-based models as used in the bLake4Me model [Tan et al., 2015] are likely to underestimate air-water gas transfer velocity (piston velocity) during surface cooling [MacIntyre et al., 2010; Heiskanen et al., 2014]. To correct this bias, several alternative approaches (e.g., the surface renewal model) were proposed to incorporate the effects of both wind speed and buoyancy flux [Heiskanen et al., 2014]. In ALBM, following these studies, we instead formulate piston velocity $k_{\text{SR}}$ (m s$^{-1}$) using the surface renewal model [Heiskanen et al., 2014]:

$$k_{\text{SR}} = \sqrt{(0.00015U)^2 + \left(0.07(-\beta z_{\text{AML}})\right)^2} \cdot Sc^{-0.5}, \tag{19}$$

where $U$ is wind speed at 2.0 m (m s$^{-1}$), $\beta$ is buoyant flux ($\beta < 0$ if losing heat and vice versa), $z_{\text{AML}}$ is the depth of the actively mixing layer (m), and $Sc$ is Schmidt number. Another change we have made to the lake model is to calculate convective mixing in the water column (e.g., spring/fall turnover) by balancing the total available kinetic energy and the mixing potential energy, as described in the MyLake model [Saloranta and Andersen, 2007].
Overall, the ALBM uses the same methods as the bLake4Me model in simulating heat transfer in the water and sediment columns, the dynamics of ice and snow layers, permafrost thawing beneath yedoma and nonyedoma thermokarst lakes, and CH$_4$ production, oxidation, and transport. However, the ALBM can simulate DOC biomineralization and photomineralization, DOC flocculation, and phytoplankton metabolism, which are not represented in the bLake4Me model. In addition, the ALBM uses better methods to simulate solar radiation transfer, gas piston velocity, and lake convective mixing. Importantly, by this upgrade, the ALBM can simulate the dynamics of both CO$_2$ and CH$_4$ in the water and sediment columns of Arctic lakes.

2.2. Model Evaluation
2.2.1. Data Collection
To evaluate the integrated solar radiation transfer model, we collected ground solar radiation measurements from the Baseline Surface Radiation Network (BSRN) stations [Ohmura et al., 1998] (http://www.bsrn.awi.de/). In BSRN, the components of solar radiation (total, direct normal, and diffuse) are continuously measured at these sites at 1–3 min intervals for the radiation bands of UVA, UVB, PAR, and IR. The BSRN network currently operates 48 stations that cover the latitude range from 90°S to 80°N. Within them, we chose two northern high-latitude stations (BAR and TOR) where data are available during the period of 2001–2010 and the impacts of topography and vegetation on solar radiation are minimal. The BAR station is located in a flat coastal tundra region of Barrow, Alaska, USA (71.323°N/156.607°W) and records global and diffuse solar radiation (basic measurements) at the 1 min interval [Dutton, 2007]. The TOR station is located in a flat grassland region of Toravere, Estonia (58.254°N/26.462°E) and also records basic measurements at the 1 min interval [Kallis, 2007]. Only measurements from days with more than 90% valid observed values are used for comparison. Following Grant and Gao [2003], we retrieved the air forcing data (e.g., cloud cover classification) for each BSRN station from the Automated Surface Observation System (http://www1.ncdc.noaa.gov/pub/data/noaa/). For comparison, we also downscaled the CERES remotely sensed direct and diffuse PAR and UV radiations to the BAR and TOR sites [Trenberth et al., 2009]. The total ozone column was retrieved from the 0.5° × 0.5° monthly Multi Sensor Reanalysis (MSR) data version 2 of Tropospheric Emission Monitoring Internet Service [van der A et al., 2010]. The aerosol optical depth (AOD) at 550 nm was retrieved from the 0.5° × 0.5° SeaWiFS Deep Blue Level 3 Long-term Aerosol Data Monthly Products Version 4 [Sayer et al., 2012]. For areas where the SeaWiFS data set does not cover, we used the AOD monthly values from the global Max-Planck-Institute Aerosol Climatology version 2 (MAC-v2) [Kinne et al., 2013]. The validation of the solar radiation transfer model at the two stations is shown in supporting information Figures S1–S6. Clearly, the model performs well in simulating the broadband solar radiation at the BAR and TOR station. Additionally, the simulated fine-scale spectrum of solar radiation is also highly consistent with what Cory et al. [2014] measured above the water surface of Toolik Lake on 29 June 2012 (results not shown).

The data to evaluate the carbon cycle model were collected from three yedoma lakes (Shuchi Lake: 68.746°N/161.393°E, Tube Dispenser Lake: 68.756°N/161.388°E, and Grass Lake: 68.749°N/161.414°E) on the East Siberian coastal plain, two thermokarst lakes within a permafrost peatland complex from an experimental site near Seida (67.05°N/62.93°E, 100 m asl) in the subarctic tundra of the Komi Republic, Russia, and one glacial kettle lake (Toolik Lake: 68.63°N/149.6°W) on the North Slope of Alaska, as listed in Table 2. These small Arctic lakes are selected because recent studies showed that small lakes and ponds could have

<table>
<thead>
<tr>
<th>Site Name</th>
<th>Location</th>
<th>Max Depth (m)</th>
<th>Area (ha)</th>
<th>Catchment (ha)</th>
<th>Classification</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shuchi Lake</td>
<td>69°N/161°E</td>
<td>11.0</td>
<td>5.8</td>
<td>31.7</td>
<td>C1</td>
<td>UAF</td>
</tr>
<tr>
<td>Tube Dispenser Lake</td>
<td>69°N/161°E</td>
<td>17.0</td>
<td>11.0</td>
<td>81.5</td>
<td>C1</td>
<td>UAF</td>
</tr>
<tr>
<td>Grass Lake</td>
<td>69°N/161°E</td>
<td>12.0</td>
<td>0.5</td>
<td>16.9</td>
<td>C2</td>
<td>UAF</td>
</tr>
<tr>
<td>Seida Lake A</td>
<td>67°N/63°E</td>
<td>2.6</td>
<td>0.9</td>
<td>15</td>
<td>C3</td>
<td>UEF</td>
</tr>
<tr>
<td>Seida Lake B</td>
<td>67°N/63°E</td>
<td>2.2</td>
<td>3.0</td>
<td>51</td>
<td>C4</td>
<td>UEF</td>
</tr>
<tr>
<td>Toolik Lake</td>
<td>68.4°N/149.4°W</td>
<td>25.0</td>
<td>149.0</td>
<td>66,900</td>
<td>C5</td>
<td>LTER</td>
</tr>
</tbody>
</table>

*aC1, tundra/taiga tree line, continuous permafrost, yedoma with active thermokarst expansion; C2, tundra/taiga tree line, continuous permafrost, yedoma without active thermokarst expansion; C3, tundra, discontinuous permafrost, yedoma with intermediate peat walls and thermokarst erosion; C4, tundra, discontinuous permafrost, nonyedoma with high peat walls and ongoing thermokarst erosion; C5, kettle lake formed in continuous permafrost, nonthermokarst lake. C1–C4 are thermokarst lakes.*

*bUAF, Water and Environmental Research Center at University of Alaska, Fairbanks [Walter Anthony et al., 2014]; UEF, University of East Finland, Kuopio [Maruschak et al., 2013]; LTER, Arctic Long Term Ecological Research Site (http://ecosystems.mbl.edu/ARC/lakes/lakesdata.html).
particular large contribution to inland water CO₂ and CH₄ fluxes and may be more vulnerable to climate change [Holgerson and Raymond, 2016]. The collected data for model evaluation include (1) discrete daily measurements of dissolved CO₂ at the surface water of the Seida lakes during 2007–2008, (2) discrete biweekly measurements of dissolved CO₂, DOC, and O₂ at different depths of the three yedoma lakes during 2003, and (3) discrete daily measurements of chlorophyll a, phytoplankton productivity, dissolved O₂, and water temperature at different depths of Toolik Lake during 2014, which were measured by the research team at the Arctic Long Term Ecological Research Site (LTER) and maintained by Arctic LTER Lakes Data Portal [Giblin et al., 2005; Giblin, 2006; Giblin et al., 2010] (http://arc-lter.ecosystems.mbl.edu/lakes-data). Diffusive CO₂ fluxes were measured at each lake in the summer time of the study years. The diffusive CO₂ fluxes of Toolik Lake were estimated using the eddy covariance method of Eugster et al. [2003] that includes both wind and convective mixing as mechanisms. For the three yedoma lakes, the diffusive CO₂ fluxes were estimated by applying Fick’s law to the measurements of dissolved CO₂ in surface water (supporting information Figure S14) following the boundary layer method of Kling et al. [1992]. For the two Seida lakes, the diffusive CO₂ fluxes were estimated from load wind speed and surface water dissolved CO₂ [Marushchak et al., 2013] using the thin boundary layer model following Repo et al. [2007]. It should be noted that these three methods are not always consistent in predicting the temporal variability of CO₂ outgassing. For example, the eddy covariance method tends to show higher diel variations of CO₂ fluxes at Toolik Lake during summer [Eugster et al., 2003]. Clearly, this discrepancy might introduce additional systematic uncertainty to model evaluation.

The daily boundary and hydrological conditions to drive the model on the study lakes are shown in supporting information Figures S7–S10. As boundary conditions were not measured for the yedoma lake site, we extracted them following Tan et al. [2015] from a 0.75° × 0.75° resolution data set of European Center for Medium-Range Weather Forecasts (ECMWF) Interim re-analysis (ERA-Interim) [Dee and Uppala, 2009] (http://apps.ecmwf.int/datasets/data/interim_full_daily/). For the Seida site, the boundary conditions were measured at the nearby Vorkuta station, Komi Republican Center for Hydrometeorological and Environmental Monitoring. For Toolik Lake, the boundary conditions and the discharge and chemistry of inlet and outlet streams were measured by Toolik Field Station [Environmental Data Center Team, 2016] and Arctic LTER [Kling, 2005, 2010] (http://arc-lter.ecosystems.mbl.edu/lakes-data). The water flow of the study lakes excluding stream discharge was calculated from a 0.25° resolution global data set of land hydrology simulated by the Variable Infiltration Capacity (VIC) Macroscale Hydrologic Model [Sheffield and Wood, 2007], as described in supporting information Text S1 [Kling et al., 2000; Schwanghart and Kuhn, 2010; Paytan et al., 2015]. It should be noted that because the total water flow is used for the Seida and yedoma lakes (supporting information Text S1), the parameter DOCgw in fact represents the average DOC concentration in the surface and subsurface water flow for these lakes. The proportion of lake shore with canopy was extracted from a 30 arc sec resolution global data set of percent tree cover [DeFries et al., 2000] (http://glcf.umd.edu/data/tree-cover/). Other data sets used in this study (e.g., SOC) are from Tan et al. [2015].

### 2.2.2. Model Sensitivity Analysis and Calibration

We analyzed the sensitivity of net primary production (NPP), biomineralization, and photomineralization simulations at Shuchi Lake to 22 uncertain parameters, in which 14 parameters have been described in Tan et al. [2015, Table 2] and 8 new parameters are presented in Table 1. In contrast to Tan et al. [2015], this sensitivity analysis was conducted through a two-step process to reduce the uncertainty and computation cost of the variance-based Sobol’s sensitivity index analysis. In the first step, we implemented a screening test over the total 22 parameters to identify the most influential ones. The theoretical basis for the low computation cost screening test is the Pareto principle that 80% of the variation in model outputs is contributed by 20% of all parameters [Saltelli et al., 2000]. In the second step, we performed a quantitative, explicit evaluation of the importance and interactions among the selected five parameters as described in Tan et al. [2015].

The screening test was implemented based on the Morris elementary effects method for global sensitivity analysis that perturbs only one input parameter in each model run [Morris, 1991]. For each sensitivity test of certain model output, 160 uniformly perturbed parameter samples were selected from a sample candidate pool with 1600 repetitions of experiment design via space-filling improvement [Campolongo et al., 2007] and a total of 160 × (22 + 1) = 3680 model runs were conducted. The importance of each parameter was measured by the mean of the absolute values of the parameter's elementary effect that is the ratio of model
output variation to parameter variation ($\mu^*$) [Campolongo et al., 2007]. Five out of 22 parameters with the highest $\mu^*$ were selected for the Sobol’s sensitivity test.

The Sobol’s sensitivity test produces two indices: (1) the first-order sensitivity index represents the first-order contribution of a specific parameter to the output variance and (2) the total-order sensitivity index represents both the first-order and higher-order contribution (including parameter interaction) of a specific parameter to the output variance [Sobol, 1993; Saltelli et al., 2010].

We calibrated the ALBM using a Monte-Carlo-based Bayesian recursive parameter estimation method separately for each lake type [Tang and Zhuang, 2009; Tan and Zhuang, 2015a, 2015b]. Since the modeled lake temperature and CH$_4$ dynamics have been evaluated in details by Tan et al. [2015], the related processes and parameters are not evaluated again in this study. For Toolik Lake, the parameters were calibrated using the observed eddy covariance net CO$_2$ fluxes, chlorophyll $a$, and dissolved O$_2$. For the three yedoma lakes, the optimum parameters were searched by minimizing the difference between the observed and modeled CO$_2$ fluxes, dissolved O$_2$, DOC, and DIC at Shuchi Lake. For the two thermokarst lakes, the parameters were calibrated using the observed CO$_2$ fluxes at Seida A Lake.

3. Results and Discussion

3.1. Parameter Sensitivity Analysis

Through the screening test, we identified chlorophyll-specific photosynthetic potential ($V_0^m$), metabolic loss potential ($V_l$), aquatic DOC biomineralization potential ($V_\text{aq}r$), subsurface DOC concentration ($DOC_{gw}$), and sediment porosity ($\Pi$) as the most influential parameters in simulating NPP, biomineralization, and photomineralization (Figure 2). For these five parameters, their individual sensitivity indices in the Sobol’s test are presented in Figure 3. It is not surprising that the net productivity of Shuchi Lake is sensitive to $V_0^m$ and $V_l$ because large $V_0^m$ means high

Figure 2. Screening test results ($\mu^*$: the ratio of model output variation to parameter variation) for NPP, biomineralization, and photomineralization. $K_c$, thermal conductivity of solid particles in sediments; $C_m$, heat capacity of solid particles in sediments; $\Pi$, sediments porosity; $\rho_s$, density of solid particles in sediments; $Q_{\text{O}_2}$, CH$_4$ oxidation potential; $k_{\text{CH}_4}$, half-saturated CH$_4$ coefficient of CH$_4$ oxidation; $k_0^*$, half-saturated O$_2$ coefficient of CH$_4$ oxidation; $r_e$, ebullition rate; $P_{\text{CH}_4}$, CH$_4$ production Q$_{10}$ of $^{13}$C-enriched carbon pool; $R^*$, decomposition fraction of $^{13}$C-enriched carbon pool; $\alpha$, vertical dampening factor of $^{13}$C-enriched carbon pool; $R$, decomposition fraction of $^{12}$C-depleted carbon pool; $P_{\text{CH}_4}$, CH$_4$ production Q$_{10}$ of $^{12}$C-depleted carbon pool; $\alpha$, fraction of aerobic carbon degradation; $V_{\alpha}^m$, Chl $a$-specific light saturated growth rate; $V_0^m$, metabolic loss rate; $V_\text{aq}r$, aquatic DOC microbial degradation rate; $V_{\text{tr}}$, terrestrial DOC microbial degradation rate; $V_{\text{an}}$, anaerobic DOC degradation rate; $DOC_{gw}$, subsurface DOC concentration; and $r_{\text{thaw}}$, thermokarst erosion rate.

Figure 3. Sobol’s estimates of first-order and total-order sensitivity indices of NPP, biomineralization, and photomineralization simulations to the five key parameters identified in Figure 2.
fixation rates of inorganic carbon by photosynthesis and large \( V_l \) means high loss rates of phytoplankton biomass by autotrophic respiration. In contrast, DOC biomineralization is most sensitive to the DOC load from land and the mineralization rate, consistent with the claim that the release of labile carbon from thawing yedoma permafrost sustains high CO\(_2\) fluxes [Sepulveda-Jauregui et al., 2015]. Biomineralization is also sensitive to \( V_m^p \) and \( V_l \) because the exudate of phytoplankton biomass is a labile OC source for microbes. The growth of phytoplankton can reduce photomineralization through the shading effect; thus photomineralization is sensitive to \( V_m^p \). The significance of \( P \) to the simulations can be explained by the impacts of \( P \) on the conductivity of carbon and nutrients in sediments and at the water-sediment interface. When comparing the five key parameters, we find that \( DOC_{gw} \) may be more influential than other parameters in determining CO\(_2\) fluxes from yedoma lakes.

### 3.2. Site-Level Model Experiments

Because many processes have been incorporated into the ALBM, it can be used for different purposes. As our focus is to understand the contribution of Arctic lakes to the global carbon cycle, to reproduce the observed CO\(_2\) fluxes from the study lakes is our top priority. Additionally, it is also important to understand the key carbon processes controlling CO\(_2\) fluxes in the site-level model evaluation.

#### 3.2.1. Alaskan Glacial Lake

The ALBM can generally reproduce the temporal variability of CO\(_2\) fluxes from an Alaskan glacial lake, Toolik Lake, during the ice-free period from 29 June to 20 August 2014 covered by continuous flux measurements (Figure 4). During the period, the modeled and observed mean daily CO\(_2\) fluxes are 0.14 and 0.15 \( \pm \) 0.07 g C m\(^{-2}\) d\(^{-1}\), respectively. Regarding the carbon processes, the model well reproduces phytoplankton primary production (Figure 4). According to Crump et al. [2003], annual primary production in Toolik Lake was about 12 g C m\(^{-2}\) yr\(^{-1}\) in 1996 and 2000, insignificantly different from our estimate of 12.38 g C m\(^{-2}\) yr\(^{-1}\) (see section 3.3). The consistency of the modeled and observed primary production can also be supported by the model’s good performance on chlorophyll \( a \) simulations (Figure 4). During the study period, there were two chlorophyll \( a \) peaks: one was onset with the occurrence of turnover in spring and another was onset with the occurrence of turnover in fall (Figures 4 and 5). These mixing events brought nutrients from deep water to surface water [Kling et al., 1992; MacIntyre et al., 1999] and drove algae growth.

![Figure 4](image_url)

**Figure 4.** Dynamics of CO\(_2\) production and fixation, chlorophyll \( a \), and CO\(_2\) fluxes at Toolik Lake from June to September 2014. Symbols represent the observed values (the observed CO\(_2\) fluxes are aggregated to daily means \( \pm \) standard deviation) and lines represent the simulated daily mean values.
period of the open-water season, algae growth declined due to nutrient limitation [Lewis, 2011] even though solar radiation was still strong (Figure 4). The timing of the two peaks and the seasonal minimum is excellently represented by the model, but the seasonal amplitude is smaller than that in the observations possibly due to the underestimate of biomass to chlorophyll $a$ ratios in the model. We do not have daily observations to evaluate microbial and photochemical mineralization directly. But during the ice-free seasons of 2011–2013, Cory et al. [2014] reported that the mean biomineralization and photomineralization rates were $0.08 \pm 0.02$ and $0.05 \pm 0.01$ g C m$^{-2}$ d$^{-1}$, respectively. These reported values are close to the simulated biomineralization and photomineralization rates ($0.10$ g C m$^{-2}$ d$^{-1}$ and $0.04$ g C m$^{-2}$ yr$^{-1}$, respectively) during the ice-free period of 2014. The biomineralization simulation can be further supported by the consistency of the simulated and observed dissolved O$_2$ in the deep water of Toolik Lake (Figure 5). Although deep water O$_2$ was recharged in spring and fall during turnover (Figure 5), it was mainly governed by microbial mineralization when convective mixing was weak in summer.

There are some discrepancies between the simulated and observed daily CO$_2$ fluxes (Figure 4). The modeled CO$_2$ fluxes show less day-to-day variability than the observations. The less variable CO$_2$ fluxes could have two causes: (1) because the model is driven by daily boundary conditions, nocturnal water mixing and the corresponding variable CO$_2$ fluxes [Podgrajsek et al., 2015] are not well simulated and (2) the day-to-day variability of the observed CO$_2$ fluxes was driven by the variations of carbon loading through water flow which are not well resolved by the driving hydrological and chemical conditions, especially the subsurface flow. The modeled CO$_2$ fluxes are also lower than the observations in early July. Since the discrepancy occurred when high DIC concentrations were measured in stream discharge (supporting information Figure S8), it is possible that the observed high fluxes were caused by the large external DIC inputs at the littoral zone of Toolik Lake where the stream and subsurface DIC is less diluted. In addition, by using a 1-D lake model to simulate an over 1 km$^2$ 3-D lake (such as Toolik Lake), the model needs to assume horizontal homogeneity within each layer. This assumption causes the model unable to accurately represent the increased dynamics during shifting wind directions and changing wind speeds that increases the upwelling of CO$_2$ [Eugster et al., 2003]. In the experiment, we simulated high CO$_2$ fluxes during the turnover in spring and fall when measurements were not available. It should be noted that the similar high CO$_2$ fluxes during turnover have been reported for other lakes [Aberg et al., 2010].

3.2.2. Siberian Yedoma Lakes

In all the yedoma lakes, the temporal variability of the modeled and observed CO$_2$ fluxes are consistent during the open-ice season of 2003: there were moderate CO$_2$ fluxes in later spring after ice was off, low CO$_2$
fluxes in summer and high CO\textsubscript{2} fluxes in fall before ice onset (Figures 6–8). By comparing the temporal variability of CO\textsubscript{2} fluxes with the dynamics of water stratification [Tan et al., 2015, Figures 2 and 5] and deep water DIC and DOC (Figures 6–8), it is clear that the seasonality of CO\textsubscript{2} fluxes during 2003 was mainly driven by CO\textsubscript{2} accumulation in deep water through DOC degradation and CH\textsubscript{4} oxidation and CO\textsubscript{2} upwelling during water mixing. And as suggested by previous studies [Walter et al., 2006; Walter Anthony et al., 2014], it is likely that the leached labile OC from thawing yedoma permafrost was rapidly mineralized in the water and sediment columns, sustaining high CO\textsubscript{2} accumulation in the yedoma lakes. Due to high DOC and DIC concentrations, the salinity of the deep water in the yedoma lakes is large (supporting information Figure S12). Thus, the yedoma lakes became stratified only a few days after ice was off because of the rising solar radiation and air temperature. Correspondingly, the strong CO\textsubscript{2} fluxes in spring observed at Toolik Lake are not simulated at the yedoma lakes. The modeled mean daily CO\textsubscript{2} fluxes during the open-water period of 2003 at Shuchi Lake, Tube Dispenser Lake and Grass Lake are 0.26, 0.22, and 1.24 g C m\textsuperscript{-2} d\textsuperscript{-1}, respectively. These values are close to the observed mean daily CO\textsubscript{2} fluxes (0.29 g C m\textsuperscript{-2} d\textsuperscript{-1} for Shuchi Lake, 0.21 g C m\textsuperscript{-2} d\textsuperscript{-1} for Tube Dispenser Lake, and 1.62 g C m\textsuperscript{-2} d\textsuperscript{-1} for Grass Lake). The simulated high CO\textsubscript{2} fluxes from Grass Lake are mainly stimulated by the strong biomineralization in sediments which induces the upward carbon flux of 1.40 g C m\textsuperscript{-2} d\textsuperscript{-1} at the water-sediment interface during the open-water period.

During the open-water period, due to strong stratification and heterotrophic respiration, the hypolimnetic water of the yedoma lakes was largely anoxic and the epilimnetic O\textsubscript{2} was only restored during a few days around ice breakup when surface reaeration was stronger than respiration (Figures 6–8). The anoxic waters and sediments of the yedoma lakes provide favorable conditions for methanogenesis, which was documented by many studies [Walter et al., 2006; Greene et al., 2014; Martinez-Cruz et al., 2015; Sepulveda-Jauregui et al., 2015; Tan et al., 2015]. Because spring mixing was weak and nutrients gradually increased as the thermocline deepened [Walter Anthony et al., 2014; Sepulveda-Jauregui et al., 2015], chlorophyll \textit{a} increased steadily in the summer. It maintained at high levels during strong fall mixing even though solar radiation declined largely. Here we do not have observed phytoplankton primary production or chlorophyll \textit{a} to support the above simulations. Because dissolved O\textsubscript{2} is balanced by O\textsubscript{2} gains (through primary production and

![Figure 6. Dynamics of DOC, dissolved O\textsubscript{2} (DO), dissolved CO\textsubscript{2}, and CO\textsubscript{2} fluxes at Shuchi Lake from 1 June 2003 to 1 November 2003. Symbols represent the observed values and lines represent the simulated values.](image-url)
surface reaeration) and O\textsubscript{2} loss (through respiration), the reproduction of dissolved O\textsubscript{2} (Figures 6–8) cannot guarantee the good simulation of primary production if surface reaeration and/or respiration are uncertain. During the summer periods without deep water mixing, surface reaeration of these small lakes is usually very weak due to wind sheltering [Markfort et al., 2010]. Thus, if the simulated respiration is well constrained, the simulated dynamics of chlorophyll \textit{a} will be validated. Here we do not have observations to validate the simulated respiration. But as DOC and DIC in lake waters are dominated by autotrophic and heterotrophic respiration and the ALBM reproduces their levels at different depths (Figures 6–8), it is likely that both the simulated primary production and respiration are reasonable.

3.2.3. Russian Thermokarst Lakes

During the open-water seasons of 2007–2008, the simulated mean daily CO\textsubscript{2} fluxes from the two Russian thermokarst lakes, Seida A and B Lake, are 0.19 and 0.10 g C m\textsuperscript{-2} d\textsuperscript{-1}, respectively, and the observed mean daily CO\textsubscript{2} fluxes from the two lakes are 0.36 and 0.10 g C m\textsuperscript{-2} d\textsuperscript{-1}, respectively (Figure 9). For Seida A Lake, there were some extraordinarily high CO\textsubscript{2} fluxes in the later summers of 2007–2008 that our model failed to reproduce. It accounts for the large discrepancy between the simulated and observed CO\textsubscript{2} fluxes at this lake. The high observed CO\textsubscript{2} fluxes might be driven by DOC and DIC inputs from the water flow which are not well resolved by the VIC-based monthly runoff data. According to Ledesma et al. [2015], the storm-induced carbon load can increase the water-column stocks of DOC and DIC of very small lakes dramatically. In addition, the model performance might also be improved by refining the representation of violent turbulence in shallow lakes [Jonas et al., 2003; Laurion et al., 2010]. But as these outbursts of CO\textsubscript{2} fluxes were not observed from Seida B Lake, the abrupt changes of boundary conditions might not be able to fully explain the observed flux outbursts. Further studies are needed to understand the underlying mechanisms. The modeled CO\textsubscript{2} fluxes from the two thermokarst lakes have interannual variations: (1) the mean daily CO\textsubscript{2} fluxes from Seida A Lake during the open-water periods of 2007 and 2008 are 0.17 and 0.20 g C m\textsuperscript{-2} d\textsuperscript{-1}, respectively and (2) the mean daily CO\textsubscript{2} fluxes from Seida B Lake during the open-water periods of 2007 and 2008 are 0.10 and 0.11 g C m\textsuperscript{-2} d\textsuperscript{-1}, respectively. The higher CO\textsubscript{2} fluxes in 2008 may be explained by the lower buoyancy fluxes and larger turbulence of the lakes in the year, which were driven by the lower temperature and solar radiation.
In the Seida lakes, chlorophyll \( a \) concentrations peaked in the middle of July when strong convective mixing just waned. The maximum areal-specific chlorophyll \( a \) during the open-water seasons of 2007 and 2008 are 5.2 and 1.9 mg m\(^{-2}\), respectively, in Seida A Lake and 0.94 and 0.75 mg m\(^{-2}\), respectively, in Seida B Lake. The mean areal-specific chlorophyll \( a \) during the open-water seasons of 2007 and 2008 are 2.9 and 1.3 mg m\(^{-2}\), respectively, in Seida A Lake and 0.50 and 0.41 mg m\(^{-2}\), respectively, in Seida B Lake. The simulated primary production, mineralization and respiration will be discussed in detail in section 3.4.

Unlike Toolik Lake and the yedoma lakes, we do not have the related observations to validate these simulations for the two thermokarst lakes, which introduces additional uncertainties to our simulations.

### 3.3. Whole-Lake Carbon Balance

Because the carbon dynamics of Arctic lakes involve many processes which could interact with each other and vary both temporally and spatially, analyzing the whole-lake carbon balance for Arctic lakes can be difficult with field or laboratory...
experiments and previous simpler biogeochemistry models. The analysis is straightforward using the ALBM (Figure 10). Our analysis indicates that all the study lakes are CO₂ sources to the atmosphere (Figure 10). Because heterotrophic respiration in the yedoma lakes is fueled by the leaching and mobilization of labile OC from land and taliks [Vonk et al., 2013; Walter Anthony et al., 2014; Sepulveda-Jauregui et al., 2015; Spencer et al., 2015], CO₂ fluxes from the yedoma lakes are the highest at 29.54 g C m⁻² yr⁻¹. It should be noted that there is a large amount of carbon flux from sediments to the water body in yedoma lakes (12.43 g C m⁻² yr⁻¹), a fraction of which could support the high CO₂ fluxes at the surface. In the study, we did not account for small amounts of carbon outflow from the outlets of Shuchi Lake and Tube Dispenser Lake because of the lack of water flow measurements. The exclusion of this carbon sink can cause heterotrophic respiration in these two lakes underestimated. Because Seida B Lake has low CO₂ fluxes but is much larger than Seida A Lake, the area-weighted annual CO₂ fluxes from the thermokarst lakes are small at 12.95 g C m⁻² yr⁻¹. It was documented that at different evolution stages there could be considerable changes of water biogeochemistry in thermokarst lakes [Manasyrov et al., 2017]. Thus, the contribution of thermokarst lakes to the global carbon cycle may depend on which stage of thermokarst lakes dominates in total area. Similar to the yedoma lakes, there are also high carbon fluxes (11.77 g C m⁻² yr⁻¹) from sediments to water in the thermokarst lakes. The analysis of Toolik Lake implies that among the study lake types, glacial lakes may contribute the largest amount of CO₂ fluxes in the Arctic, due to their dominance in lake area [Wetzel, 2001; Wik et al., 2016] and comparable area-specific CO₂ fluxes (21.4 g C m⁻² yr⁻¹). In comparison with the yedoma lakes and thermokarst lakes, in Toolik Lake, biomineralization and carbon loading have comparable roles in maintaining CO₂ fluxes and the carbon fluxes at the water-sediment interface are much smaller at 7.57 g C m⁻² yr⁻¹.

Figure 10. Whole-lake carbon balance of the glacial lake (Toolik Lake), the Siberian yedoma lakes, and the Russian thermokarst lakes (Seida lakes). The analysis includes the area-weighted values (g C m⁻² yr⁻¹) of carbon loads from surface and subsurface water inflow (inflow), carbon loss from surface water outflow (outflow), carbon dry and wet air deposition (deposition), gross primary production (GPP), CO₂ fluxes (fluxes), carbon sediment deposition, DOC photomineralization (RDOCp), autotrophic respiration (AR), and heterotrophic respiration (HR) including biomineralization and methanotrophy.
There are interesting findings for the role of photochemical mineralization in the carbon balance of Arctic lakes from the model: the absolute amount of photomineralization is larger in deep lakes (e.g., Toolik Lake), but on the contrary the relative role of photomineralization is larger in shallow lakes (e.g., the Seida lakes). The first difference should be mainly attributed to the different light usage ratios between deep and shallow lakes. In the water column of deep lakes, almost all UV radiation can be absorbed through CDOM degradation. But in the water column of very shallow lakes, only a fraction of UV can be absorbed due to short light paths and the rest of UV would be absorbed by dark sediments. And the second difference should be mainly attributed to the attenuation of UV in the water column with depth. As a result, on average, shallow water CDOM would be exposed to more intense UV. These results support the claim of Cory et al. (2014) that photomineralization accounts for more DOC degradation in shallow Arctic lakes. However, the analysis also implies that the overall contribution of photomineralization to the carbon balance of Arctic lakes could be limited due to the limitation of UV energy. Because of the low photolability of yedoma permafrost carbon [Stubbins et al., 2017], the absolute photomineralization rate of the yedoma lakes is smaller than that of Toolik Lake.

Carbon burial in lake sediments is an important carbon sink in the global carbon cycle, on the magnitude larger than carbon burial in ocean sediments [Ward et al., 2017]. But the understanding for carbon burial in the sediments of Arctic lakes is still uncertain [Sobek et al., 2009, 2014]. Because the DOC trapped in ice layers is removed in the model and the shallow thermokarst lakes have relatively larger proportions of ice layers, the ALBM predicts relatively higher carbon deposition rates in the thermokarst lakes (Figure 10). The long-term OC accumulation rate in Siberian yedoma lakes was reported at around 45 g C m$^{-2}$ yr$^{-1}$ [Walter Anthony et al., 2014], which is much larger than the simulated value here. As it was suggested that much of the sediment OC is from terrestrial particulate OC sources and the primary production of benthic mosses [Walter Anthony et al., 2014], the ALBM may need to represent these two carbon sources to accurately estimate carbon burial in lake sediments.

4. Limitations

Similar to other biogeochemistry models, we have to make some assumptions to simplify the complex biogeochemical processes of Arctic lakes in the model development. These assumptions may introduce an additional level of uncertainty to model simulations, especially for some processes sensitive to certain assumptions. For example, for Arctic lakes without inlet streams, phytoplankton primary production and DOC mineralization can be sensitive to the leaching of land OC (Figure 3). Because most of the DOC leaching in the Arctic could occur only in top soils [Godsey et al., 2009; Ledesma et al., 2015] and vary with the changes of climate and terrestrial ecosystem phenology [Einarsdottir et al., 2017], the use of a constant subsurface DOC concentration parameter (DOCgw) may not well resolve the carbon load's temporal variability. Further, because DOC can be converted to DIC by mineralization in lakes, it is difficult to constrain the two carbon loads separately using the data from lake water samples. As a result, the model now assumes that the DIC leaching is equal to one quarter of the DOC leaching and compensates the overestimate or underestimate of the DIC leaching by adjusting DOC mineralization. But this assumption may be inappropriate because the ratio of DOC to DIC in subsurface water flow was found to vary largely [Einarsdottir et al., 2017].

To better represent the dynamics of external carbon inputs, it will be necessary in the future to drive the DOC and DIC leaching using a terrestrial ecosystem model, such as the terrestrial ecosystem model (TEM) [Zhuang et al., 2003, 2010], which represents high-latitude hydrology and carbon dynamics [Liu et al., 2014; Lu and Zhuang, 2015]. The coupling of the ALBM and a terrestrial ecosystem model can be useful for a comprehensive assessment of the Arctic carbon balance involving both land and inland water landscapes. Similarly, instead of using a constant thermokarst erosion rate ($r_{thawk}$), a more complex scheme to represent thermokarst erosion and the corresponding changes of OC stocks in sediments may be needed for the ALBM to better simulate OC mineralization in taliks [Tan and Zhuang, 2015a]. For OC deposition to sediments, the use of the same deposition rate for all lakes could be an oversimplification. Several studies have shown that carbon deposition could be related to pH and iron concentrations [Shirokova et al., 2013; Manapsypov et al., 2015] that vary among lakes. Additionally, the model may also need to represent terrestrial particulate OC loading and the primary production of benthic mosses to realistically simulate OC deposition to sediments. Possibly, it is also necessary to include more phytoplankton functional groups and nitrogen limitation to photosynthesis to better represent the evolution of aquatic ecosystems under changing conditions.
environmental conditions [Chambers, 1987; Hipsey and Hamilton, 2008]. Additionally, the model may need to represent the C:P ratios in the POM and DOM of Arctic lakes dynamically as described in the CAEDYM model [Hipsey and Hamilton, 2008] to better simulate the nutrient limitation on phytoplankton growth because fixed C:P stoichiometry is not fully consistent with the observations [Prater et al., 2017].

Besides the above oversimplifications, as discussed before, the model performance can also be limited by the use of low-resolution boundary and hydrological conditions (such as CERES, ECMWF, and VIC) and the lack of storm-induced carbon load. Especially, the reliability of using the VIC runoff data to drive the hydrological carbon inputs of small lakes in the Arctic has not been tested. Several efforts have been made in this study to constrain the hydrological carbon inputs, including the use of published data to constrain the subsurface flow of Toolik Lake and the simulation of the carbon inputs at the monthly scale. However, it is likely that there are still large uncertainties in the estimates due to the coarse resolution of the data. Further, the use of monthly water flow also makes storm-induced carbon load unresolved in the model. Thus, it will be valuable in the future study to couple the ALBM with a fine-scale hydrological model specific to the Arctic regions to study the influence of external carbon inputs on the carbon dynamics of Arctic lakes.

As discussed before, the accuracy of the model simulations can also be limited by the quality of the observations. First, because the observed CO₂ fluxes were measured by three different methods which are not always consistent in predicting the temporal variability of CO₂ outgassing, the model evaluation could have a certain degree of systematic uncertainty. Especially, the data of CO₂ fluxes for the yedoma and Seida lakes are actually not direct measured fluxes but also modeled fluxes based on surface CO₂ concentrations and gas transfer velocity. This means that the data have two uncertainty sources: the measurements and the estimates of gas transfer velocity. Second, because of the lack of data, some of the simulated processes have not been evaluated fully. Especially, we have not tested the simulated photomineralization rates in the Seida lakes which as shown in the results could be substantial. To improve our understanding of this topic, it will be necessary for experimental scientists to interact with modeling scientists to optimize their experimental design before the start of a field survey. It will also be necessary for experimental scientists to conduct joint field campaigns on different Arctic lakes with standardized measurement methods.

5. Conclusions

This study developed a one-dimensional process-based lake biogeochemistry model (ALBM) that explicitly simulates the dynamics of POC, DOC, and DIC in the water and sediment columns to estimate CO₂ fluxes from different Arctic lakes, especially the vast number of small lakes in the Arctic [Holgerson and Raymond, 2016]. In comparison with existing lake biogeochemistry models [Hipsey and Hamilton, 2008; Stepanenko et al., 2016], the ALBM includes several important processes for CO₂ fluxes, e.g., carbon mineralization by photochemistry, carbon mineralization in sediments, carbon mobilization from thawing permafrost, and energy and carbon exchanges at the water-sediment interface. The simulated area-weighted CO₂ fluxes from yedoma lakes, thermokarst lakes and a glacial lake are 29.5, 13.0, and 21.4 g C m⁻² yr⁻¹, respectively, close to the observed values (31.2, 17.2, and 16.5 ± 7.7 g C m⁻² yr⁻¹, respectively). Through considering the OC stock induced by thermokarst erosion and the lability of yedoma permafrost OC, the model can better simulate high CO₂ fluxes from yedoma lakes. Because of the integrated biogeochemical processes and the well-simulated thermal dynamics, the ALBM can reproduce the seasonal variations of CO₂ fluxes from the study lakes. This model also includes different parameterizations for the growth, metabolism, nutrient limitation, and movement of different freshwater phytoplankton. As a result, it shows good performance in simulating phytoplankton primary production and chlorophyll a concentrations in Toolik Lake. Using the ALBM, the analysis of the whole-lake carbon balance can be straightforward. Our analysis indicates that although the relative contribution of photomineralization to the carbon balance of shallow Arctic lakes could be particularly large, its overall contribution to the global carbon cycle could be limited due to the constraint of UV energy. Our analysis also identifies clear differences between glacial, thermokarst, and yedoma lakes in autotrophic and heterotrophic respiration and OC sedimentation. Overall, our analysis indicates that the ABLM model can simulate the changes of CO₂ fluxes from Arctic lakes that differ in morphology, permafrost carbon, land cover, hydrology, and climate, which were rarely calculated by previous lake biogeochemistry models. Importantly, by the upgrade, the ALBM includes all essential processes to quantify the dynamics of both CO₂ and CH₄ in Arctic lakes.
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